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Abstract—This paper induces the prominence of variegated
machine learning techniques adapted so far for the identifying
different network attacks and suggests a preferable Intrusion
Detection System (IDS) with the available system resources
while optimizing the speed and accuracy. With booming num-
ber of intruders and hackers in todays vast and sophisticated
computerized world, it is unceasingly challenging to identify
unknown attacks in promising time with no false positive and
no false negative. Principal Component Analysis (PCA) curtails
the amount of data to be compared by reducing their dimensions
prior to classification that results in reduction of detection time.
In this paper, PCA is adopted to reduce higher dimension dataset
to lower dimension dataset. It is accomplished by converting
network packet header fields into a vector then PCA applied
over high dimensional dataset to reduce the dimension. The
reduced dimension dataset is tested with Support Vector Ma-
chines (SVM), K-Nearest Neighbors (KNN), J48 Tree algorithm,
Random Forest Tree classification algorithm, Adaboost algorihm,
Nearest Neighbors generalized Exemplars algorithm, Navebayes
probabilistic classifier and Voting Features Interval classification
algorithm. Obtained results demonstrates detection accuracy,
computational efficiency with minimal false alarms, less system
resources utilization. Experimental results are compared with
respect to detection rate and detection time and found that
TREE classification algorithms achieved superior results over
other algorithms. The whole experiment is conducted by using
KDD99 data set.

Keywords : Intrusion Detection Systems, Machine Learning
Algorithms, Principal Component Analysis.

I. INTRODUCTION

Todays computer system has become vulnerable to many
unknown attacks due to system software vulnerabilities. The
firewall is able to scrutinize incoming and outgoing traffic and
block the traffic as per written policy. Even if it detects an
attack, generation of an alert is not a property of the firewall.
To detect any kind of attack accurately and defend against
them, efficient intrusion detection and prevention technique
is highly crucial for current Internet world. To protect the
network all the time against known attacks as well as unknown
attacks, the best solution is Intrusion Detection System (IDS).
Its primary goal to is to detect an intrusion followed by trig-
gering an alter pertaining to detected attack in timely manner.
The IDS requirement is to detect attacks those compromise the
goals of security such as confidentiality, integrity, availability.

Two major types of intrusion detection approach are misuse
based detection and anomaly based detection. The former
deals with known attack patterns which are known to the
IDS while the later deals with both known and unknown
attacks. Examples of misuse detection techniques are IDIOT
[11], STAT [12] and Snort [13]. Major concern with misuse
detection is inefficient to detect new attacks without the
corresponding signature in the database. So new attacks can
successfully bypass the misuse detection based approach which
results in system damage. Anomaly based detection deals both
known and unknown attacks and its detection efficiency is
more compared to misuse detection based approach due to new
attack detection capability. Examples of anomaly detection
techniques are IDES [14] and EMERALD [15]. Anomaly
based intrusion detection approach detects network behavior
either as normal or abnormal and it is inefficient to spot exact
type of attack. Major concern in anomaly based intrusion
detection is generation of false alarms due to improper design
of detection approach.

IDS can be broadly classified into two types: Host based
Intrusion Detection System (HIDS) and Network based In-
trusion Detection Systems (NIDS). The HIDS identifies and
detects the threats that are target towards particular machine
rather than the entire network. Its major function is to analyze
system activity like CPU utilization, file integrity, log content
verification etc. NIDS on the other hand determines the attacks
that are arriving through network traffic. Various methods have
been proposed in the literature for network based anomaly
detection using machine learning algorithms, data mining,
neural networks and statistical method based approach.

Principal Component Analysis (PCA) for network based
intrusion detection measures the Mahalanobis distance of each
observation from the center of the data for anomaly detection.
The Mahalanobis distance is calculated by the sum of squares
of the standardized principal component scores. In this work,
PCA [10] adopted to reduce the detection time of network
based intrusions. KDD99 dataset [7] has been used in this work
to measure the detection rate of the following machine learn-
ing algorithms Support Vector Machines (SVM), K-Nearest
Neighbors (KNN), J48 Tree algorithm, Random Forest Tree
classification algorithm, Adaboost algorihm, Nearest Neigh-
bors generalized Exemplars algorithm, Navebayes probabilistic
classifier and Voting Features Interval classification algorithms.
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The rest of the paper is organized as follows. Overview
of PCA [6] technique and machine learning algorithms are
explained in section II. Methodology adopted in this work is
discussed in section III. Section IV depicts the experimental
results and section V concludes the paper.

II. BACKGROUND

A. Principal Component Analysis

PCA [16] is the most used and most popular dimension
reduction technique so far available due to its calculation
flexibility and reversible approach. PCA is achieved with elim-
ination of less significant attributes in high dimensional space
which constitutes the major computational cost and projecting
the most useful relevant attributes into a low dimensional
subspace making much simpler. In other words if the vector
is of length ’m’ and there are ’n’ observations then the matrix
(A) can be represented as

Every column is a vector, thus shown as in equation 1.

Am×n = [A1, A2, A3, ..., An] (1)

The average mean () of every vector is calculated using
equation 2.

µ =
1

n
Σni=1Aij (2)

Deviation is a metric used to calculate the variation of a
vector from its mean. The deviation is calculated as in equation
3.

Φ = Ai − µ (3)

The co variance is a metric used to measure the degree of
relationship between the two variables. The positive value of
the result indicates the two variables are positively correlated,
negative value resembles the negatively correlated data and the
zero value suggests the data is not correlated. We get to know
the spread of the data through the co variance matrix. The co
variance matrix is then constructed over the square matrix with
number of classes as the dimension as in equation 4.

Bm×n =
1

n− 1
Σni=1ΦiΦ

t
i

1

n− 1
Σni=1(Xi − µ)(Xi − µ)t (4)

Where Φt is the transpose of the matrix Φ.

To perform PCA over the covariance matrix, calcula-
tion of Eigen-values and Eigen vectors is generally em-
ployed through Singular Value Decomposition (SVD). Say
(λ1, u1), (λ2, u2), ..., (λm, um) are the ’m’ eigen-value eigen-
vector pairs of the covariance matrix ’B’. Then we choose
the most highest P eigen-values which contributes more to
classification purpose while the remaining m-P values are
of low significance which mostly contains noise data. The
reduced subspace can be calculated using the equation 5

Σpi=1λi
Σmi=1λi

≥ S (5)

Where ′S′ is the ratio of variation in the reduced subspace
to the total variation in the high dimensional space. We thus
obtain MXP matrix (Yi) containing the P eigenvectors in the
columns. The data represented by the principal components
into the reduced P dimensional subspace is according to
equation 6.

Yi = U tΦi = U t(Xi − µ) (6)

B. Machine Learning Algorithms

Intrusion detection is accomplished by classifying the
packet into normal or one of the attacks. There are many
prevailing classification algorithms but machine learning algo-
rithms have added new era for unknown patterns classification
to improve the detection rate [1]. A few machine learning
algorithms are discussed in this section.

Naive-based Classification Algorithm : It is well-known prob-
abilistic model for classification and uses a simple conditional
probabilistic equation [9]. In general Nave-based algorithm
uses the basic approach like Posterior = PriorXLikelihood

evidence .
If there are ’n’ features and dependent class variable is ′α′
then the Bayesian conditional distribution under independent
assumptions is in equation 7.

p(αk|β1, ..., βn) =
1

z
p(αk)Πn

i=1p(Xi|αk) (7)

where Z = p(β) is a scaling factor dependent on β1, ..., βn The
classifier model for some k can be formulated as in equation
8.

Γ = argmax(k∈1,...,K)p(αk)Πn
i=1p(Xi|αk) (8)

K-Nearest Neighbors (KNN) Algorithm: KNN is a lazy
algorithm which calculates the K-nearest training samples
in the feature space. The nearest neighbors are given the
maximum weight where weight is assigned as 1/d, where
′d′ is the distance to the neighbor. Euclidean distance is
used as a distance metric for KNN and is calculated as√

(x2 − x1)2 + (y2 − y1)2 in a 2-dimensional space, where
(x1, y1)and(x2, y2)are the coordinates in the 2-dimensional
space. KNN primarily depends on the K-value chosen [8].

Support Vector Machines (SVM): It is a non probabilistic
linear classifier which constructs the hyper planes in high
dimensional space. The hyper plane be f(x) = β0+βtx, where
β is known as the weight vector and β0 as the bias. By scaling
β and β0 an optimal plane can be constructed. Let |β+β0| = 1
be a hyper plane and the training vectors closest to the training
plane are called the support vectors. The distance between a
point x and the hyper plane is denoted by |β+βtx|

||β|| . So the
distance is 1

||β|| has to be minimized to obtain optimal hyper-
planes classification [4].

Adaboost Algorithm : This is the boosting algorithm which
combines multiple weak classifiers and emerges as a strong
classifier. It helps to determine the training dataset on its own
based on the results of the previous classifier and also to
determine the weight of each classifier when combining the
results [5]. The final classifier is shown by the equation 9.

H(x) = sinΣTt=1αtht(x) (9)

Where T is the total weak classifiers and h(x) is the output of
the weak classifier and ′α′ is weight associated to the classifier
and ′α′ is computed using equation 10.

αt =
1

2
log(

1− εt
εt

) (10)

Where εt is the number of misclassification of that weak
classifier. The updation of the training weights is done using
the equation 11.

Dt+1(i) =
Dt(i)e

−αtyiht(xi)

Zt
(11)
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Where Dt is the vector of weights and ’i’ is the training
number.

J48 Tree Algorithm : In this method binary tree is constructed
to model the classification process and compared to each tuple
in the database which finally results in the classification. One
primary disadvantage with this algorithm is that it ignores
missing values.

J48 Tree Algorithm [17]

INPUT : D // Training Data
OUTPUT : T // Decision Tree
DT Build(∗D)
{

T = Φ
T= Create root node and label with splitting attribute;
T= Add arc to root node for each split predicate and label;
For each arc do
D= Database created by applying splitting predicate to D;

If stopping point reached for this path, then
T’= create leaf node and label with appropriate class;

Else
T’= DTBUILD(D);

T= add T’ to arc;
}

Nearest Neighbors Generalized Exemplars Algorithm (NNGE)
: This is a probabilistic distribution classification model and
is based on a point of reference for classifying. Let Rd be the
Euclidean space and N be the point process [19]. To classify a
point x , the nearest neighbor function is defined as in equation
12.

D0(r) = 1− P (N(b(o, r)) = 1|0) (12)

Where P (N(b(o, r)) = 1|0) denotes the conditional prob-
ability that there is one point of N located in b(o, r) given
there is a point of N located at o. For the reference point not
at origin but at point x is defined using equation 13.

Dx(r) = 1− P (N(b(x, r)) = 1|0) (13)

where x ∈ Rd.
Random Forest Tree Algorithm : It was the fastest algorithm

since it builds trees of height log(k) where k is the number of
attributes and provides better accuracy due to no pruning [3].

Voting Features Interval (VFI) : Each feature participates
in the classification by distributing real-valued votes
among classes and is considered to be a non-
incremental classification algorithm. The class receiving
the highest vote is declared to be the predicted class [2].

Voting Features Interval Algorithm [18]

classify (x): //x is the vector to be classified
begin:

for each class c
vote(c) = 0;

for each feature f
for each class c

feature vote[f,c] = 0; vote of feature f for class c
if xf value is known

i = find interval(f, ef )
feature vote[f,c] = interval class count[f,i,c]

class count[c]
normalize feature vote[f]; //such that

// Σ cfeature vote[f, c] = 1
for each class c

vote[c] = vote [c] + feature vote[f,c];
return class c with highest vote[c];

end;

III. METHODOLOGY ADOPTED IN THIS WORK

Network attack analysis and identification is highly de-
sirable for incoming traffic. Firstly header fields of every
incoming packet is analyzed by aligning in the form of vector
and every vector represents a data connection or a data packet.
Network traffic is been monitored for some amount of time
to prepare the dataset. The obtained data is transformed into
vectors which serves as input for the PCA algorithm. In this
work, the system is designed for two phases namely training
phase and testing phase. In training phase, network data is
collected and preprocessed such that the rotten attributes are
eliminated. PCA is applied over preprocessed data to bring
down high dimensional data to low dimension data. Dimension
reduced data is used in training to build base profile of normal
traffic as well as abnormal traffic. In testing phase also, the test
records are preprocessed to reduce the dimension from high
to low prior to classification using PCA. Applied test records
are compared with base profile created during training phase
and then record is classified accordingly. A confusion matrix is
constructed over the obtained classification results. Accuracy
and detection time of each algorithm is measured for each test
record. Classification result is either normal pattern record or
one among the trained attack patterns. Alarm is set to generate
if the test record is classified into any of the attack patterns.
The complete flow procedure followed in this experiment is as
shown in Figure 1.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

Machine learning algorithms such as Support Vector Ma-
chines (SVM), K-Nearest Neighbors (KNN), J48 Tree, Ran-
dom Forest Tree classification, Adaboost, Nearest Neighbors
generalized Exemplars, Navebayes probabilistic classifier and
Voting Features Interval classification are used in this exper-
imental work to test detection accuracy on network based
attacks by utilizing KDD99 dataset as training data as well
as testing data. Data set provides the data for the following
attacks: A) DoS (Denial-of-Service, e.g. syn flood). B). R2L -
Unauthorized access from a Remote Machine, e.g. guessing
password. C) U2R-unauthorized access to local super user
(root) privileges e.g., various “buffer overflow” attacks. D).
Probing -surveillance and other probing, e.g., port scanning.
The whole experiment is conducted on the machine with
following specifications. Processor : Intel(r) Core(TM) i7 2600
CPU @ 3.40 GHz, Installed Memory 8 GB (RAM) and 64 bit
System type. The classification is made using the prominent
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Fig. 1: Flow procedure followed in this experiment

tool such as Weka. In addition, Weka tool widely used for
clustering as all machine learning algorithms are part of it.

Two different experiments namely without-PCA and with-
PCA are conducted to demonstrate the comparison between
them. The 10 percent of KDD99 dataset has been consid-
ered with 11 attack patterns and 150000 records into the
file. The number of attack records taken for each attack
pattern are shown in table 1. A testing file is used for
testing accuracy and speed of with-PCA and without-PCA
approach on 8 different machine learning algorithms. Figure 2
provides comparison results of 5 dimensioned with-PCA and
42 dimensioned without-PCA approach in terms of detection
accuracy. Detection rate of Support Vector Machines (SVM),
K-Nearest Neighbors (KNN), J48 Tree, Random Forest Tree
classification, Adaboost, Nearest Neighbors generalized Exem-
plars is almost same in both with-PCA and without-PCA ap-
proach. However, identification rate of Navebayes probabilistic
classifier is higher in with-PCA based approach compare to
without-PCA approach. Detection rate of with-PCA in Voting
Features Interval classification is lesser compared to without-
PCA based approach. The results suggested that the tree based
algorithms namely J48 and Random-forest outperformed the
other algorithms both in terms of accuracy and speed. Figure

TABLE I: Records Count For Attacks

Attack Types Normal Abnormal Total
Recordsd used for training 29953 120047 150000
Records used for testing 2995 12005 15000

3 provides comparison results of 5-dimension with-PCA and
42- dimension without-PCA approach in terms of detection
time. Detection time is much smaller for all the algorithms in
with-PCA approach to that of without-PCA approach. This due
to dimension reduction that eliminates overhead computation.
Among all the algorithms, Voting features interval has incurred
less detection time. Primarily two reasons for quick detection
are: 1) normalization is not needed for the features because
each feature is processed separately. 2) The features containing
missing values are ignored because of their unknown charac-
teristic.

Fig. 2: Comparison of Detection Accuracy Before and After Apply-
ing PCA.

The output of PCA is reduced low dimensional dataset and
the number of dimensions to be selected can be set manually
by altering the standard deviation limit. The datasets with
different dimensions namely 5, 6, 7, 8, 9, 10, 13, 14, 15,
18, 24, and 42 are taken to compare performance of eight
machine learning algorithms to find the minimum dimensions
which gives high accuracy rate and low detection time. Figure
4 depicts detection time of eight different machine learning
algorithms for different dimensions. Figure 5 depicts detection
accuracy of eight different machine learning algorithms for
different dimensions. It has found that the detection time has

Fig. 3: Comparison of Detection Time before and After Applying
PCA

linear growth till 18 dimensions and then showed a steady
increase. Most algorithms showed rapid increase of accuracy
till 7 dimensions and increased steadily thereafter. So this work
suggests 7 dimensions are good enough for optimal accuracy
as well as to reduce computational cost and system resources.
The behavior of the 8 algorithms under PCA with different
dimensions are shown separately in figures 6,7,8,9,10,11,12,13.
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Fig. 4: Time Comparison with Different Dimensions

Fig. 5: Detection Accuracy Comparison with Different Dimensions

Fig. 6: Comparison of SVM under PCA

Fig. 7: Comparison of KNN under PCA

Fig. 8: Comparison of J48 under PCA

Fig. 9: Comparison of Naives-Bayes under PCA
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Fig. 10: Comparison of Random-Forest Under PCA

Fig. 11: Comparison of Adaboost under PCA

Fig. 12: Comparison of NNge under PCA

Fig. 13: Comparison of VFI under PCA

V. CONCLUSION

In this paper, with-PCA and without-PCA based network
based intrusion detection approaches are compared using Sup-
port Vector Machines (SVM), K-Nearest Neighbors (KNN),
J48 Tree, Random Forest Tree classification, Adaboost, Near-
est Neighbors generalized Exemplars, Navebayes probabilistic
classifier and Voting Features Interval classification machine

learning algorithms. Both high dimensional dataset and low
dimensional dataset have been used in classification. It is
observed through experimental result that with-PCA based
approach exhibits less detection time compared to without-
PCA based approach. Detection rate of with-PCA based ap-
proach increases as dimension size increases. Tree algorithms
outperformed all other algorithms used in this experiment in
terms of accuracy and speed. Future work is plan to built a
self-adaptive IDS onto which with-PCA based approach will
be incorporated so that records updates dynamically thereby
increasing the detection accuracy and reduces the training time.
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